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Overview

Simulation/modeling is used across a broad range of 
activities in the system development life-cycle

–Early design studies to evaluate architectural alternatives

–Processor and system performance analysis

–Development of processor verification suites

–Early firmware/hypervisor/OS development

–Post-silicon verification test development

–Cluster / Network simulation



© 2012 IBM Corporation3 NSF CSA Workshop, May 31 - June 1, 2012Mike Kistler, IBM

Early Design Studies

Primary tools: queuing models, high-level perf models
–In IBM: various tools, Mambo (cycle-mode)

Key characteristics
–Models only key structures / features of system
–Highly parameterized
–Primarily used for comparative studies
–Typically trace-driven
–Typically application-level studies

Supporting Tools
–Trace generation/collection tools
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Processor performance modeling

Primary Tool: Processor Performance Model
–In IBM (Power): M1 -written in special in-house “T” language
–Developed by a small team of performance experts

Key simulator characteristics
–Cycle-accurate
–Trace-driven (Qtrace – detailed instruction traces)
–Models all key microarchitectural resources/facilities
–Collects and reports detailed statistics on performance

Supporting tools
–Trace generation tools (e.g. Mambo, hardware instrumentation)
–Trace sampling tools (similar to Simpoints)
–Performance visualization tools (ScrollPipe)
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Processor Verification Reference Model

Primary simulation tool: Processor simulator
– In IBM Power: Mambo

Key simulator characteristics
– Models all *functional* features of Processor
– “Performance” features such as cache instructions are no-ops
– Computational instructions produce bit-accurate results

• Including results that are “undefined” in the architecture
– Allows undo of instructions
– Tracks registers/architected state effected by a sequence of 

instructions

Supporting Tools
– Test Generation Tool (GPro)
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Processor Verification

Primary simulation tool: VHDL simulator
– In IBM (BG/Q): Twinstar (FGPA-based)

Key simulator characteristics
– Models “full” design of processor/chip
– Execution-driven
– Cycle-accurate
– Cycle-reproducible
– Support for detailed trace / state inspection

Supporting Tools
– VHDL to FPGA tool chain
– Specialized tools for partitioning design across FPGAs
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Twinstar BG/Q Node simulator

Multi-FPGA simulation of one BG/Q 
node)

– 16 PowerPC A2 cores, L1 caches, 
memory prefetch logic, crossbar 
switch, 32MB L2 cache, 2 memory 
controllers, and 2GB system memory

Simulated on 45 Virtex 5 LX330 
FPGAs

– Two systems constructed
FPGA platform runs at 4 MHz 
simulated processor clock speed 
(compared to 10 Hz for S/W RTL 
simulation)
Runs complete, unmodified system 
software
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Early firmware/hypervisor/OS development

Primary simulation tool: Full-system simulator
– In IBM (Power): Mambo (turbo mode), Simics+Mambo, BGLsim

Key simulator characteristics
– Models all *functional* features of the entire system

• ROMs, memory controllers, I/O buses, devices, bridge chips, clocks, 
service processors, coprocessors, etc.

– System configuration defined dynamically (run-time)
– Execution-driven
– Fast functional simulation

• sufficient to boot entire Firmware/OS stack & run applications

Supporting Tools
– Complete tool chain for target architecture

• Compiler, assembler, linker, Source-level debugger
– Image creation (kernel & filesystem images)
– Image storage and composition
– Execution checkpointing
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Simics+Mambo Full-System Simulation for Power
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BGLsim simulation architecture
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Cluster/Network Simulation

Primary simulation tool: Cluster/Network simulator
–In IBM: BGLsim-multi (BG), MARS (PERCS)

Key simulator characteristics
–Models network features

• Network interfaces, switches, routing mechanisms
–Trace-driven or execution-driven
–Fast-functional simulation

• sufficient run large scale applications

Supporting Tools
–Trace collection (possibly at varying network layers)
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MARS – MPI Application Replay Simulation

Full-system HPCS simulation framework
–with emphasis on interconnection network,
–and application modeling via MPI trace replay,
–based on OMNEST™ (OMNeT++) Simulation Environment

Supports range of network design and validation activities
–network topology design
–network component design and dimensioning (switches, adapters)
–network functionality design (routing, deadlock prevention)
–benchmark requirement validation
–MPI library and application tuning

Demonstrated scalability
–65,536 nodes system running in parallel on 32-way SMP cluster
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Taking a Step Back

Trace-driven or execution-driven simulation ?
Yes

Detailed-functional or Fast-functional or Cycle-accurate ?
Yes – with dynamic mode switching

Software-based or FPGA-based simulation ?
Yes – and allowing both within a single simulation

Dynamically configurable ?
Yes

High Performance ?
Of course
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More considerations

Support parallel execution of simulation components ?
Yes

Ensure deterministic results ?
As an option

Portability ?
As much as you can stand

Formal architecture specifications ?
Gosh this would be great
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Implications

Reuse is essential
The simulation infrastructure must be modular, with well 
designed and carefully constructed interfaces and core 
services

–Allow alternative processor / network / component modules to be 
plugged in

–Allow caching / reuse of data / prior computations

The simulation infrastructure must co-exist and interoperate
with a wide variety of supporting tools
Simulator construction is primarily a software engineering
activity

–Working knowledge of hardware architecture is also valuable but 
secondary
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Reuse is Essential

1341 pages
~1200 instructions

–sync, isync, lwsync, 
ptesync, eieio

–lwarx, stcwx

~150 special purpose 
registers
This is the public version 
of the architecture
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Reuse is Essential …

src1 is multiplied by src3, producing a product 
having unbounded range and precision.
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Modular Infrastructure Design

Interface Design
–Allow composition of models with wide variety of performance / 

functionality characteristics
–Allow models to be constructed in a variety of languages

• C, C++, SystemC, Java, Python, etc.
• Also hardware-based models (FGPA)

–Allow models to be built as self-contained components
• Avoid the “build the world” approach

–Support for “binary-only” components
• Allows industry to contribute while protecting IP

Core Services
–Must provide the “right” abstractions
–Must be high-performing
–Must enable parallel execution
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The Simulation Ecosystem
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More Software Engineering

Use a modern source control tool
–e.g. git, mercurial

Establish and enforce source code conventions
Establish a developer community

–Wikis, forums, mailing lists, etc.

Encourage “test-driven development”
Automate regression testing

–Log and retain test results (Health Monitor)
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Final Thoughts

This is a noble cause
–but it will be difficult

There are some challenging technical issues
–parallelization
–correlation of models at differing levels of abstraction

There are equally challenging non-technical issues
–how to get hardware designers to practice good software engineering 
–how to incent development of infrastructure and sharing of models
–how to build an ecosystem around a common simulation infrastructure
–how to maintain expertise in the infrastructure

This workshop is a great start
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